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A B S T R A C T
Recently, artificial intelligence techniques have been widely applied to address various specialized tasks in software engineering, such as code generation, defect identification, and bug repair. Despite the diffuse usage of static analysis tools in automatically detecting potential software defects, developers consider the large number of reported alarms and the expensive cost of manual inspection to be a key barrier to using them in practice. To automate the process of defect identification, researchers utilize machine learning algorithms with a set of hand-engineered features to build classification models for identifying alarms as actionable or unactionable. However, traditional features often fail to represent the deep syntactic structure of alarms. To bridge the gap between programs’ syntactic structure and defect identification features, this paper first extracts a set of novel fine-grained features at variable-level, called path-variable characteristic, by applying path analysis techniques in the feature extraction process. We then raise a two-stage transfer learning approach based on our proposed features, called feature ranking-matching based transfer learning, to increase the performance of cross-project defect identification. Our experimental results for eight open-source projects show that the proposed features at variable-level are promising and can yield significant improvement on both within-project and cross-project defect identification.
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1. Introduction

Software has been integrated into our everyday lives, which makes improving software quality an increasingly critical challenge for software developers. Recently, research at the intersection of software engineering and artificial intelligence has emerged as an important means to address these challenges. In intelligent software engineering, machine learning techniques have been frequently applied to propose learnable probabilistic models of source code that mine the patterns of code. And these techniques have been widely adopted in practice and proven to help resolve various software engineering problems (Wang et al., 2016; Hu et al., 2018a; 2018b). Thus, instilling intelligence in solutions for software engineering problems has attracted a lot of attention.

Static analysis (SA) tools (e.g., Defect Testing System (DTS) (Yang et al., 2008)) are designed to automatically detect source code defects that might jeopardize the security and performance of software systems. The diffuse usage of SA tools provides solid evidence that SA techniques are of great significance to aid developers. However, the large number of alarms reported and cost incurred in their manual inspection may be regarded as a key barrier to using SA tools in practice (Muske and Serebrenik, 2016; Koc et al., 2019). Since the program under analysis is not executed, SA tools are required to speculate on how the program will behave actually (Ruthruff et al., 2008). That is, the output of SA tools becomes imprecise. As a consequence, developers need to manually sift through a plethora of reported alarms to partition them into true defects and false positives.

To automate the process of defect identification, numerous approaches have been proposed for handling SA alarms (Heckman and Williams, 2011; Muske and Serebrenik, 2016). Recently, most research has applied machine learning techniques in this area to automatically identify SA alarms by using classification algorithms. Aiming at learning patterns of false positives that are difficult to observe by traditional SA approaches, machine learning techniques thereby can greatly reduce the cost of manual inspection and improve the benefit ratio of using SA tools in practice (Koc et al., 2017; Raghothaman et al., 2018).

In general, automated identification of SA alarms can be framed as a standard binary classification problem, which shares a common procedure. First and foremost, these approaches come up
with a set of hand-engineered features that are based on static code metrics, churn data and defect information. Then, each alarm is transformed into one vector with designed features via a mapping function. Vectors with labels (true defect or false positive) are used to train machine learning classifiers. Finally, trained models are utilized to predict new reported SA alarms as actionable (true defects) or unactionable (false positives). Existing features at either file-level or method-level mainly focus on the statistical characteristics of the source code under analysis and presume that actionable and unactionable alarms have distinguishable statistical characteristics. However, empirical results (Wang et al., 2016; Zhang et al., 2020; Koc et al., 2019) indicate that these features lack precision in representing the deep syntactic structure of alarms and cannot distinguish alarms with different semantics. To exemplify, the feature vectors of alarms with opposite manual inspection results can be similar or even identical when using traditional features, inevitably leading to a loss of accuracy.

To bridge the gap between the reported alarms syntactic structure and features used for defect identification, Zhang et al. (2020) proposed a set of novel features at variable-level, named variable characteristic (VC). These features were extracted from the source code of variables that cause potential defects. The experimental results demonstrated that features at variable-level improve the performance significantly in automatically identifying true defects from the reported SA alarms. Given that only the variables that cause potential defects are considered in the feature extraction process, however, further study is called for.

Different from traditional hand-engineered feature extraction approaches, we utilize path analysis techniques in this paper during the feature extraction process. Existing studies (Le and Sofia, 2007; Zhao et al., 2011; Fan et al., 2019) have shown that path-sensitivity analysis is a commonly used technique for false positives elimination when detecting defects. Therefore, extracting features from a concrete specific path consisting related defect information would be helpful to refine the process of feature extraction. Firstly, we use a target-oriented path generation algorithm to produce an intraprocedural path from the control flow graph (CFG) of the function that contains potential defects. Secondly, the irrelevant path nodes are filtered out by path slicing, instead of computing a backward slice in the program directly (Zhang et al., 2020). Finally, our approach put forward a set of extended VC features, named path-variable characteristic (PVC), extracted from the path nodes.

Additionally, there is a major challenge in raising the accuracy of identifying defects from new software projects since it is difficult to build a machine learning classifier without labeled training instances. To address this limitation, researchers have applied transfer learning-based approaches (Nam et al., 2013; 2018) in classifying unlabeled defects from new projects. The key idea of these approaches is aiming to extract common knowledge from one source project and transfer it to another target project, and a classification model is trained with labeled defects in the source project to predict defects in the target project.

In this paper, we raise a two-stage transfer learning approach, called feature ranking-matching based transfer learning (FRM-TL), to identify defects across projects based on the proposed PVC features. Feature ranking aims to find a minimized feature space for the dataset of the evaluated projects while preserving the original data properties, and then the selected features with similar distributions are matched between source and target projects.

Specifically, we investigate the following research questions:

- **RQ1:** Do PVC features outperform traditional features for within-project defect identification (WPDI)?
- **RQ2:** How do PVC features perform in cross-project defect identification (CPDI)?

To answer the two research questions, we conduct an empirical study on the open-source projects and implement a tool to extract the values of the PVC features for each project to prepare the experimental dataset. The main findings of our work include:

- Our experimental results on RQ1 (with details described in Section 5.1) demonstrate that the performance of WPDI when using PVC features is promising. By comparing the traditional features, the PVC features could achieve better WPDI results with statistical significance.
- Our experimental results on RQ2 (with details described in Section 5.2) demonstrate that our proposed transfer learning model FRM-TL is feasible and its CPDI performance is better or comparable to other baseline cross-project models with statistical significance, that is, the PVC features can achieve reasonable performance in CPDI tasks.

The main contributions of this paper are presented as follows:

- A set of novel fine-grained features, named path-variable characteristic, are proposed based on path analysis for both WPDI and CPDI.
- An effective transfer learning model, called feature ranking-matching based transfer learning, is introduced for CPDI.
- Experiments are conducted on eight open-source projects to evaluate the performance of our approach in both WPDI and CPDI.

The remainder of this paper is organized as follows. We survey related work in Section 2, Section 3 introduces in detail the proposed approach. We provide the experimental setup in Section 4. Section 5 shows the analyzing results of our research. We disclose the threats to the validity of our research in Section 6. Section 7 concludes this paper and presents the future work.

2. Related work

Two lines of research are most related to the work described in this paper. First, we discuss the related work of using machine learning techniques in identifying software defects. Second, we briefly introduce the related work of applying transfer learning methods in cross-project defect prediction (CPDP) scenario since no study has proposed such methods for CPDI scenario.

2.1. Defect identification using machine learning

To date, most approaches have proposed hand-engineered features (Wang et al., 2018) to learn distinguishable patterns between true defects and false positives. The principle of defect identification using machine learning is to train a model based on the proposed features and apply the model to identify new alarm as either actionable or unactionable. The unactionable alarms are not reported to the developers for these alarms are more likely to be false positives. Ruthruff et al. (2008) proposed a logistic regression model based on 33 features extracted from the alarms themselves to predict actionable alarms found by FindBugs, and a screening methodology was used to quickly discard features with low predictive power in order to build cost-effectively predictive models. Heckman and Williams (2009) evaluated 15 machine learning algorithms based on distinct sets of alarms characteristics out of 51 candidate features, which is one of the most comprehensive studies in identifying actionable alarms and achieves high performance. Yoon et al. (2014) used the abstract syntax trees to represent structural characteristics and classified new alarms using the probability computed by a support vector machine classifier.

To the best of our knowledge, there are no prior studies of designing a set of hand-engineered features at variable-level based on path analysis techniques. In this paper, we utilize CFG to generate paths for extracting syntactic information from the source code files and leverage the extracted PVC features to build machine learning models for automatically identifying software defects. The detailed feature extraction process will be described in Section 3.2.

2.2. Cross-project defect prediction using transfer learning

Due to the lack of labeled training instances, it is usually hard to build accurate models for CPDP. Thus, researchers have proposed various approaches based on transfer learning to improve the poor performance of CPDP (Li et al., 2018; Herbold et al., 2018; Hosseini et al., 2019). The underlying idea of CPDP using transfer learning is to neutralize the negative effect of different data distributions between source and target projects by extracting knowledge from one source project and applying the learned knowledge to the target one during the training and prediction processes. Watanabe et al. (2008) conducted CPDP experiments on two software projects with the same feature set by using the average feature values to compute the similarity between the source and target projects. Turhan et al. (2009) proposed the nearest-neighbour filter to collect instances in the source project that are the nearest-neighbours of instances in the target project for building prediction models. Ma et al. (2012) used the Transfer Naive Bayes algorithm to build a defect prediction model by weighing instances between the source and target projects. Herbold (2013) computed the Euclidean distance of the data distributions between source and target projects, in order to select better source projects for improving the CPDP performance. On the similar lines, Liu et al. (2019) utilized two built supervised regression models to measure the similarity of data distributions between source and target projects. Ryu et al. (2017) proposed a transfer cost-sensitive boosting method for CPDP, which is a combination of transfer learning and class imbalance learning. The proposed approach performs boosting that assigns the similarity weight between the source and target projects based on the distributional characteristics and the class imbalance. However, the boosting method requires a small number of labeled target instances, which hinders its usage in the CPDP scenario that the target project has no historical labeled instances. To improve the performance of CPDP, Xu et al. (2019) raised a novel balanced distribution adaptation-based transfer learning method, simultaneously considering the marginal and conditional distribution differences and adaptively assigning different weights to them. Nam et al. (2013) proposed a state-of-the-art transfer learning model called TCA+ extended from Transfer Component Analysis (TCA) technique by optimizing the data normalization process. This approach is to find a shared latent space for both source and target projects, where their data distributions are similar. Experimental results showed TCA+ was a promising method to improve CPDP. Additionally, Qiu et al. (2019) adopted TCA to learn transferable joint features from both deep learning-generated and hand-engineered features across projects, which enhances the transferability of hybrid features in CPDP scenarios.

This research mainly draws the idea from (Nam et al., 2013; 2018) and focuses on the application of CPDI scenario. We first propose a top ranking-based approach to select a PVC subset in the source project. And then the selected PVC features from source project are matched to the target project based on the similarity of feature distribution for building CPDI models. In Section 3.4, we will explain our proposed transfer learning method in detail.

3. Methodology

Fig. 1 overviews the procedure of automatically identifying defects proposed in this paper. Our approach consists of four major steps: 1) collecting SA alarm instances and labeling them; 2) applying path analysis techniques to extract fine-grained features from source code; 3) mapping features into integer vectors for building both WPDI and CPDI models; 4) presenting a two-stage transfer learning model based on feature ranking and matching to raise the accuracy of CPDI. In the following subsections, we describe the proposed approaches in detail.

3.1. Data preparation

The evaluated projects are originally analyzed statically by the SA tool, and then, the reported alarms are inspected manually by the developers in order to label each alarm as either TRUE (actionable) or FALSE (unactionable). To label a reported SA alarm, developers need to review the related code according to defect information. If a data-flow from an untrusted source without any sanity check can be detected by the developers, the reported alarm is a true defect. Otherwise, the reported alarm is a false positive. After that, we use the CFG, a general model to represent the execution flow between statements in a given function, to produce paths for extracting syntactic information from source code files, which is fully explained in the next subsection.

3.2. Path analysis-based feature extraction

For the sake of easy explanation, we introduce a C language function `str_add_str` from `spell` shown in Fig. 2 as a motivating example. Zhang et al. (2020) used line 117 as the seed statement to compute a backward slice for variable `str1` in the function directly, and then a set of statements at lines (114,115,117) were produced for feature extraction. However, we can easily find in the code that variable `str1` at line 117 is contained in a `for` loop structure, that is to say, variable `str1` is influenced by the predicate within the `for` statement at line 116. Thus, variables `pos` and `str2` should also be considered as the causes of resulting in the potential null pointer dereference (NPD) defect at line 117. But our previous approach (Zhang et al., 2020) is incompetent to extract the syntactic information of variables `pos` and `str2` due to the limitation of path-insensitiveness. To refine the process of feature extraction in this paper, we extract features from the generated specific paths containing related defect information to achieve path sensitive analysis.

3.2.1. Target-oriented path generation algorithm

As is shown in Fig. 3, the proposed approach is performed by procedure `generatingOneIntraPath`, which is a target-oriented path generation algorithm (Zhang et al., 2017). According to the given coverage criteria, the algorithm firstly generates an initial path `keyPath` covering the input target from the CFG of the given function. The initial path consists of a sequence of nodes from the entry node of the CFG to the target node. This step is repeated until a feasible `keyPath` is selected. The feasibility of `keyPath` is determined by the interval arithmetic technique implemented in function `isIntraPathFeasible`, which is a data flow analysis-based approach that computes the value interval of each variable in the path nodes to check its feasibility. Secondly, since the nodes of `keyPath` may be discontinuous on the CFG, the backtracking search strategy is employed for filling the path segment `keyPath`
as a complete intraprocedural path oneIntraPath. Finally, the algorithm returns a complete intraprocedural path covering the target node that contains the potential defect.

3.2.2. Path-variable characteristics

For our paper, we first utilize a target-oriented path generation algorithm to produce one intraprocedural path for each reported alarm to extract syntactic information from source code files. When analyzing the generated paths, each path node can be matched to one type of abstract syntax tree (AST) nodes. Specifically, four types of AST nodes are selected as tokens: 1) declaration nodes such as type declarations, method declarations, etc; 2) method invocation nodes; 3) assignment nodes; 4) control-flow nodes, i.e., if statements, for statements, and while statements.
Input CFG: a control flow graph of the given function unit
Output oneIntraPath: an intraprocedural path selected from the given CFG covering the target procedure

\[
\text{begin} \\
1. \text{setCoverageCriterion}(); \\
2. \text{keyPath} = \text{null}; \\
3. \text{while}(\text{keyPath} = \text{null} || \text{isInPathFeasible(keyPath)}) \\
4. \text{keyPath} = \text{getKeyPath(target)}; \\
5. \text{oneIntraPath} = \text{keyPath}; \\
6. \text{while}(\text{oneIntraPath}.\text{isComplete}()) \\
7. \text{node} = \text{getNodesBacktrack}(); \\
8. \text{oneIntraPath}.\text{add}($\text{node}$); \\
9. \} \\
10. \text{return} \text{oneIntraPath}; \\
\text{end}
\]

![Fig. 3. Algorithm for generating one intraprocedural path covering the defect target.]

Table 1
Overview of the extracted PVC features.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVC1</td>
<td>IP, LOC</td>
<td>number of source code statements counted from the definition statement of the IP variable to the statement containing a potential defect</td>
</tr>
<tr>
<td>PVC2</td>
<td>Int, LOC</td>
<td>number of source code statements in method, file</td>
</tr>
<tr>
<td>PVC3</td>
<td>Var, Type</td>
<td>type of the related variable(e.g., integer variable)</td>
</tr>
<tr>
<td>PVC4</td>
<td>Var, Property</td>
<td>scope of the related variable(e.g., global variable)</td>
</tr>
<tr>
<td>PVC5</td>
<td>Var, Init</td>
<td>initial status of the related variable after defined</td>
</tr>
<tr>
<td>PVC6</td>
<td>Def_IP, (C, V, Lib, User)</td>
<td>IP variable assigned by a constant-value, a variable-value, a library function return value, an user-defined function return value</td>
</tr>
<tr>
<td>PVC7</td>
<td>Def_Other, (C, V, Lib, User)</td>
<td>other variables assigned by a constant-value, a variable-value, a library function return value, an user-defined function return value</td>
</tr>
<tr>
<td>PVC8</td>
<td>Def_if, (C, V, Lib, User)</td>
<td>related variables assigned by a constant-value, a variable-value, a library function return value, an user-defined function return value</td>
</tr>
<tr>
<td>PVC9</td>
<td>Def_for, (C, V, Lib, User)</td>
<td>related variables assigned by a constant-value, a variable-value, a library function return value, an user-defined function return value</td>
</tr>
<tr>
<td>PVC10</td>
<td>DefWhile, (C, V, Lib, User)</td>
<td>related variables assigned by a constant-value, a variable-value, a library function return value, an user-defined function return value</td>
</tr>
<tr>
<td>PVC11</td>
<td>Use_IP, (V, Lib, User)</td>
<td>IP variable referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC12</td>
<td>Use_IP, (If, For, While)</td>
<td>IP variable referenced by the predicate in an if statement, a for statement, a while statement</td>
</tr>
<tr>
<td>PVC13</td>
<td>Use_other, (V, Lib, User)</td>
<td>other variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC14</td>
<td>Use_other, (If, For, While)</td>
<td>other variables referenced by the predicate in an if statement, a for statement, a while statement</td>
</tr>
<tr>
<td>PVC15</td>
<td>Use_If, (V, Lib, User)</td>
<td>related variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC16</td>
<td>Use_If, (V, Lib, User)</td>
<td>related variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC17</td>
<td>Use_If, (V, Lib, User)</td>
<td>related variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC18</td>
<td>Use_If, (V, Lib, User)</td>
<td>related variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
<tr>
<td>PVC19</td>
<td>Use_If, (V, Lib, User)</td>
<td>related variables referenced by a variable-value, a library function, an user-defined function</td>
</tr>
</tbody>
</table>

Then, we exclude the irrelevant path nodes by computing a backward path slicing, and two types of path nodes remain for feature extraction: 1) the nodes containing the inspecting point (IP) variable that results in the reported alarm; 2) the nodes containing other variables that influence the IP variable. Finally, a set of fine-grained features at variable-level are extracted based on the selected tokens and the def-use relationship of the related variables (both IP variable and other variables) in the remaining path nodes. Additionally, we adopt the LOC-based metrics used in (Zhang et al., 2020) to improving the generalization performance of our proposed model. Table 1 lists the extracted PVC features with detailed description.

Fig. 4 demonstrates an example of extracting PVC features from the motivation code in Fig. 2. The path node $n_5$ is used as the defect target node for the path generation algorithm, which will produce an intraprocedural path $p = entry \rightarrow n_1 \rightarrow n_2 \rightarrow n_4 \rightarrow n_6 \rightarrow n_7$. In this case, str1 is considered as the IP variable while pos and str2 are considered as other variables, and then seven PVC features based on the path analysis will be extracted from the motivation code.

3.3. Feature vector mapping and postprocessing

To train machine learning classifiers for defect identification, we first build a mapping between integer values and PVC features, and encode reported alarms to integer feature vectors. Since the extracted PVC features are distinct for each reported alarm, the integer feature vector of each reported alarm may have different lengths. Thus, we append 0 to PVC features that are not extracted for each reported alarm and make the lengths of all integer feature vectors consistent. The mapping process can be represented as the following mapping function:

\[
\Lambda \mapsto \mathbf{FV} = (\mathbf{PVC}, R(\Lambda))
\]

where $\Lambda$ is the alarm reported by the SA tool, $\mathbf{FV}$ is the mapped integer feature vector, PVC is a list of integer numbers denoting the value of the 47 PVC features extracted from $\Lambda$, and $R(\Lambda)$ is the manual inspection result of $\Lambda$, which is labeled either TRUE (actionable) or FALSE (unactionable).

Fig. 5 demonstrates an example of constructing a feature vector from the code in Fig. 2. The upper left corner of the figure is the alarm’s report log obtained from the SA tool, and the upper right corner of the figure is an intraprocedural path generated from the
CFG of the code in Fig. 2. The ellipses in the sample feature vector represent the PVC features that value 0.

Feature vectors usually suffer from mislabeling issue (Tantithamthavorn et al., 2015). Therefore, defect identification models trained on noisy data may be unreliable. To prune mislabeling data, we use the RemoveMisclassified filter implemented in Weka (Witten et al., 2016), an open-source software developed for data mining tasks, to eliminate the instances that are incorrectly classified. The majority voting classifier implemented in (Zhang et al., 2020) is utilized to base the misclassifications. Since our objective is not to find the best training set, we use the default parameters in Weka and save the effort of well-tuning the parameters.

3.4. Feature ranking-matching based transfer learning

The lower part of Fig. 1 demonstrates the overview of CPDI based on the two-stage transfer learning approach. In the figure, we have two datasets from the source project and the target project with homogeneous feature sets. Each row and column of a dataset indicates a alarm and a PVC feature respectively, and the last column represents the label of each alarm.

We first apply the feature selection technique to the source project during the feature ranking process. Feature selection, selecting a subset of features using feature evaluator with one search method, is of great importance to avoid reducing classifier performance because of redundant and irrelevant features. We apply widely used feature selection techniques to rank the PVC features in order to find a minimized feature space that preserves the original data properties of the source project. After that, selected PVC features from the source project are matched up to the PVC features with similar distribution from the target project.

In the following subsections, we explain the feature ranking and feature matching in detail.

3.4.1. Feature ranking in the source project

According to several benchmark studies of feature selection techniques (Catal and Diri, 2009; Gao et al., 2011; Xu et al., 2016; 2017; Chotra et al., 2017), the impact of feature selection techniques varies across the trained models, and the overlap of features selected by different feature selection techniques is low in most cases. Additionally, empirical results (Xu et al., 2016) indicate that ranking-based feature selection methods can achieve acceptable results with fewer features and less time compared to subset-based feature selection methods. Thus, we propose a top-ranking-based approach to select a PVC subset in the source project. This approach adopts the idea of majority voting that combining different filter-based feature ranking methods and selects top 15% of the PVC features as suggested by Gao et al. (2011). We utilize six single attribute evaluators implemented in Weka, that is CorrelationAttributeEval, GainRatioAttributeEval, InfoGainAttributeEval, OneRAttributeEval, ReliefAttributeEval and SymmetricalUncertAttributeEval respectively, with Ranker search method to evaluate the PVC features of the source project.

Fig. 6 presents the flowchart of the proposed approach. We first conduct experiments under six attribute evaluators [AE1, AE2, …, AE6] for the PVC features in the source project. Each attribute evaluator AEi evaluates the worth of the given PVC f and produces a label for f from the set of class label {r1, r2}, where r1 denotes Selected and r2 denotes Unselected. Label Selected means that f ranks into top 15% of the PVC features in the source project. If f is ranked into top 15% of the PVC features by most attribute evaluators, f is labeled to this class. Eq. (2) shows the rule of class identification for top ranking-based feature selection approach, where AE(i)(f) denotes the output of attribute evaluator AEi.
on class label $r_j$,

$$AE(f) = \begin{cases} r_1, & \text{if } \sum_{i=1}^{S} AE_i(f) \geq 3; \\ r_2, & \text{otherwise.} \end{cases}$$

(2)

### 3.4.2. Feature matching between the source and target projects

To match PVC features between the source and target project, each source and target PVC pair is evaluated using the Kolmogorov-Smirnov test (KS test) coefficient to measure the distribution similarity. The KS test is one of the most useful and general non-parametric two-sample methods that quantifies a distance between the empirical distribution functions of two samples. Since the PVC features extracted from the evaluated projects have different distributions and variances, the KS test is a suitable statistical test to compute a p-value as a matching score for each source and target PVC pair, showing the probability of whether two samples are significantly different or not.

The key idea of feature matching is computing matching scores for all source and target PVC pairs. We used the `kolmogorovSmirnovTest` implemented in the Apache Commons Math library\(^1\), a statistics package providing frameworks and implementations for basic statistical tests, to compute the matching score. The matching score is denoted by $p(S_i, T_j)$, which is a p-value computed by the KS test of PVC from the source project and PVC from the target project. The value of $p(S_i, T_j)$ tends to be zero when two PVC features are significantly different. Then, we remove poorly matched PVC pairs whose matching score is less than a given cutoff threshold. From the remaining source and target PVC pairs, we select a group of matched PVC pairs that has the maximum weights, that is, whose sum of matching scores is the largest, without duplicated PVC features.

To exemplify, Fig. 7 illustrates a sample matching. There are two source PVC features (PVC\(_1\) and PVC\(_{18}\)) and three target PVC features (PVC\(_3\), PVC\(_{15}\) and PVC\(_{33}\)). Therefore, there are six possible matching PVC pairs, (S\(_1\), T\(_4\)), (S\(_1\), T\(_{15}\)), (S\(_1\), T\(_{33}\)), (S\(_{18}\), T\(_4\)), (S\(_{18}\), T\(_{15}\)) and (S\(_{18}\), T\(_{33}\)). The matching scores of all PVC pairs are computed by the KS test and shown in the rectangles. For example, the matching score between PVC\(_1\) and PVC\(_4\) is $p(S_1, T_4) = 1.0$. If the cutoff threshold is 0.5, the matching PVC pairs (S\(_1\), T\(_{15}\)) and (S\(_{18}\), T\(_{15}\)) will be excluded. Thus, we can only consider the candidate matching PVC pairs (S\(_1\), T\(_4\)), (S\(_1\), T\(_{33}\)), (S\(_{18}\), T\(_{15}\)) and (S\(_{18}\), T\(_{33}\)) in this example. After applying the cutoff threshold, there are three groups of matched PVC pairs without duplicated PVC features, that is, $\{(S_1, T_4), (S_{18}, T_{15})\}, \{(S_1, T_4), (S_{18}, T_{33})\}$ and $\{(S_1, T_{33}), (S_{18}, T_{15})\}$, respectively. The sum of matching scores of these three groups is respectively 1.7 (=0.0+0.7), 1.8 (=0.0+0.8) and 1.6 (=0.9+0.7). Thus, we select the second group $\{(S_1, T_4), (S_{18}, T_{33})\}$ as the set of matched PVC pairs for the given source and target projects with the cutoff threshold of 0.5 in this example.

### 4. Experimental setup

We conduct several experiments to evaluate the performance of the proposed PVC features in both WPDI and CPDI. Our experiments are all run on a 3.7 GHz Intel Core i3-6100 machine with 4GB RAM.

#### 4.1. Static analysis tool

DTS (Yang et al., 2008) is a defect pattern-driven tool. Each defect pattern is defined using a defect pattern state machine (DPSM). A DPSM can be represented as a triple $(S, T, C)$, in which:

- $S$ is a state set and $S = \{s_{\text{start}}, s_{\text{error}}, s_{\text{end}}, s_{\text{others}}\}$, where $s_{\text{start}}$ denotes the initial state, $s_{\text{error}}$ denotes the error state, $s_{\text{end}}$ denotes the end state, and $s_{\text{others}}$ denotes other intermediate states.
- $T$ is a state transition set, which is defined as $T: S \times C \rightarrow S$.
- $C$ is a transition condition set, which denotes the state transition conditions.

DTS proposes the interval computation technique in control-flow and data-flow analysis, of which the purpose is to compute the state of DPSM. If a DPSM is transitioned to an error state then a defect is reported by DTS.

#### 4.2. Datasets and ground truth building

Our experiments are conducted on eight open-source projects (listed in Table 2 with full description). The selection of these projects is based on their sizes (they are large enough to have many SA alarms), diversity (they cover a wide range of functionality) and the fact that they have source code repositories which makes the feature extraction process easier. The sixth column indicates the number of alarms of the evaluated projects, which range from 45 to 695. The defective rates of the evaluated projects have a minimum value of 25.5% and a maximum value of 71.1%, which are listed in the seventh column.

\(^1\) http://commons.apache.org/proper/commons-math/.
Table 2
Basic facts about the evaluated projects.

<table>
<thead>
<tr>
<th>Project</th>
<th>Release</th>
<th>Description</th>
<th>Language</th>
<th>Size [KLoC]</th>
<th># of Alarms</th>
<th>Defective Rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>juliet</td>
<td>1.3</td>
<td>A collection of test cases from SARD suites</td>
<td>C</td>
<td>11</td>
<td>695</td>
<td>59.4</td>
</tr>
<tr>
<td>antword</td>
<td>0.17</td>
<td>A free MS Word reader for Linux</td>
<td>C</td>
<td>20</td>
<td>45</td>
<td>71.1</td>
</tr>
<tr>
<td>spell</td>
<td>1.0</td>
<td>A spell checking program</td>
<td>C</td>
<td>2</td>
<td>62</td>
<td>66.1</td>
</tr>
<tr>
<td>sphinxbase</td>
<td>0.3</td>
<td>A speech Recognition toolkit</td>
<td>C</td>
<td>28</td>
<td>141</td>
<td>33.3</td>
</tr>
<tr>
<td>uucp</td>
<td>1.07</td>
<td>A complete UUCP package</td>
<td>C</td>
<td>53</td>
<td>677</td>
<td>70.8</td>
</tr>
<tr>
<td>lucene-solr</td>
<td>4.6.1</td>
<td>A text search engine</td>
<td>Java</td>
<td>283</td>
<td>103</td>
<td>27.2</td>
</tr>
<tr>
<td>phoenix</td>
<td>4.4</td>
<td>A client-embedded JDBC driver</td>
<td>Java</td>
<td>99</td>
<td>51</td>
<td>25.5</td>
</tr>
<tr>
<td>poi</td>
<td>3.10</td>
<td>A library to access OXML format files</td>
<td>Java</td>
<td>410</td>
<td>92</td>
<td>57.6</td>
</tr>
</tbody>
</table>

b) https://launchpad.net/ubuntu/+source/antword/0.37-11
d) https://sourceforge.net/projects/cmusphinx/files/sphinxbase/
e) http://www.airs.com/an/uucp.html
f) https://github.com/apache/lucene-solr
g) http://phoenix.apache.org/source.html
h) https://github.com/apache/poi

To evaluate the proposed approach, we need to prepare the experimental dataset for each evaluated project. In detail, we need to extract the values of all PVC features listed in Table 1. We implement our own tool embedded in DTS to extract the values for each PVC feature using the following steps:

- Obtain the source code files of a specific release of the evaluated project by using `git checkout` from its Git repository or downloading from the website.
- Compile the source code files using DTS.
- Generate intraprocedural paths via CFG for the reported SA alarms (with details described in Section 3.2.1).
- Extract the value of PVC features based on the generated paths (with details described in Section 3.2.2).

Since the SA tools would produce false positives, we should firstly classify the reported alarms as actionable and unactionable accurately to build the ground truth. In this paper, we use the manual inspection results from previous studies or downloaded websites as labels for the datasets. Specifically, as for the Juliet dataset, we use the manual inspection results commented on the downloaded source code files as ground truth, and the manual inspection results from our previous work (Zhang et al., 2020) are used as ground truth for the other four C projects. As for the three Java projects, we use the labeled warning information from (Wang et al., 2018) as ground truth.

4.3. Machine learning classifiers

Weka contains a series of machine learning algorithms for classification tasks with understandable output results to developers. We select 12 classification algorithms from six categories implemented in Weka for model building: decision tree (J48 and LMT), Bayes classifier (NaiveBayes (NB) and BayesNet (BN)), instance-based algorithm (IBk and KStar), rule-based algorithm (PART and JRip), function-based model (SimpleLogistic (SL) and SMO) and ensemble learning method (Vote and RandomForest (RF)). The selection of these classifiers is based on their popularity and diversity (Herbold et al., 2018; Tantithamthavorn et al., 2019; Hosseini et al., 2019). Additionally, parameter tuning of machine learning classifiers usually requires a lot of expertise and effort. Thus, we use the default parameters for all classifiers in Weka. According to the empirical results presented in Fig. 4a(a) and b(i) from (Tantithamthavorn et al., 2019), the selected classifiers tend to be robust to parameter settings when considering the AUC and MCC metrics. That is to say, they may have negligible to small impact on the performance improvement of defect identification models when parameter optimization is applied.

4.4. Experimental design

For WPDI, datasets from the same project are split into the training set and the test set. When building models, we carry out tenfold cross-validation to evaluate the effectiveness of classification. In cross-validation, datasets are randomly split into ten approximately equal subsets, and nine of the subsets are used to train a model and the last subset to test. The process is repeated ten times in order that each of the ten subsets would be tested once. Since randomness would occur inevitably in splitting datasets and affect the prediction performance (Arcuri and Biaindi, 2011), we repeat the tenfold cross-validation 100 times (i.e., 1000 tests) for each model and report the average prediction results. To evaluate the performance of PVC features in WPDI, we compare our proposed PVC features with traditional features. The first baseline of traditional features consists of 19 widely used common metric (CM) features, including LOC-based metrics, McCabe metrics and Halstead metrics, etc. Table 3 shows an overview of the CM features used in this paper, and the work from (Menzies et al., 2007) contains the full definition of these features. In order to have homogeneous feature sets between different programming languages, the object-oriented based CK metrics are excluded in this paper. We use Prest (Kocaguneli et al., 2009), an intelligent open-source tool for software metrics extraction, to collect CM features for experimental analysis. The second baseline of traditional features is the VC features used in (Zhang et al., 2020).

For CPDI, we build a prediction model using all instances from the source project and predict instances from the target project by using the built model. Unlike WPDI, the evaluation of CPDI does not involve any randomness, because all instances from the source project constitute the training set and all instances from the target project constitute the test set. We perform the evaluation of each project pair once. Additionally, we choose a cutoff of 0.05 for the KS test, which is a commonly accepted significance level in the statistical test. To evaluate the performance of our proposed transfer learning approach FRM-TL, we compare FRM-TL to three baseline approaches. We conduct CPDI without transfer learning as the first baseline (CPDI-ALL). That is to say, all the PVC features are used to build the defect identification models between the source and target datasets. As the second baseline, we include the CPDP approach proposed by He et al. (2014), which uses 16 distribution characteristics of values of each instance with all features. The 16 distribution characteristics are mode, median, mean, harmonic

---

mean, minimum, maximum, range, variation ratio, first quartile, third quartile, interquartile range, variance, standard deviation, coefficient of variance, skewness, and kurtosis (He et al., 2014). In this paper, we extract the 16 distribution characteristics from the PVC feature set as features (CPDI-IFS) to build the defect identification models. The third baseline is the classic transferable feature learning approach TCA (Pan et al., 2011), which maps the source and target datasets onto the same subspace while minimizing data difference and maximizing data variance. In this paper, we implement our own version of TCA (CPDI-TCA) based on the supplied source code provided by its author (Pan et al., 2011).

To compare our approach to baselines, we adopt the Scott-Knott Effect Size Difference (ESD) test in this paper, which is a mean comparison approach that leverages a hierarchical clustering to partition the set of treatment means into statistically distinct groups with non-negligible difference (Tantithamthavorn et al., 2019). We used the sk_esd function implemented in the ScottKnottESD R package to compare the identification performance of the approaches we examined. Additionally, to measure the effect size of results among baselines and our approach, we compute the Cohen effect size estimate d by using the checkDifference function implemented in the ScottKnottESD R package. The magnitude is accessed using the thresholds as follows: negligible ($d < 0.2$), small ($0.2 < d \leq 0.5$), medium ($0.5 < d \leq 0.8$), and large ($d > 0.8$).

### 4.5. Evaluation metrics

Since the software defect datasets usually suffer from the class imbalance problem, performance metrics such as precision and recall, which are highly affected by defective ratios, may be not appropriate for defect identification tasks. To measure the identification performance in this paper, the following three comprehensive metrics are adopted to evaluate model prediction results, which are commonly used in the previous studies (Nam et al., 2018; Li et al., 2018; Herbold et al., 2018; Tantithamthavorn et al., 2019).

#### 4.5.1. Indicators derived from confusion matrix

The measurement of model prediction performance is usually based on the analysis of a confusion matrix. This matrix consists of four numbers: 1) true positive (TP): the number of predicted actionable alarms that are truly actionable; 2) false negative (FN): the number of predicted unactionable alarms that are actually actionable; 3) false positive (FP): the number of predicted actionable alarms that are actually unactionable; 4) true negative (TN): the number of predicted unactionable alarms that are truly unactionable. The two metrics, F2-measure (F2) and Matthews correlation coefficient (MCC), are derived from the confusion matrix. Here is a brief introduction:

\[
\text{Precision}(P) = \frac{TP}{TP + FP} \\
\text{Recall}(R) = \frac{TP}{TP + FN}
\]

\[
F_2 = \frac{(1 + \beta^2) \times P \times R}{\beta^2 \times P + R}
\]

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}}
\]

Eq. (5) shows the general formula of F-measure, which is a weighted harmonic mean value of precision (P) and recall (R). In this paper, we use the F2-measure ($\beta = 2$) for evaluating the performance of defect identification models, which has a greater impact on recall. The higher is the F2-measure, the better is the performance.

MCC measures the correlation between the observed and predicted classifications by taking into account all components of the confusion matrix, which can be calculated as shown in Eq. (6). Its return value is on a scale $[-1, 1]$, where values close to 1 indicate a perfect prediction, values close to −1 represent total disagreement between observation and prediction, and values close to 0 indicate no better than random prediction.

#### 4.5.2. Area under ROC curve

The third metric is the area under ROC curve (AUC), which is defined using the receiver operating characteristic (ROC). The AUC is known as a useful metric for comparing different models and widely used because AUC is unaffected by the class imbalance problem as well as being independent from the prediction threshold (Tantithamthavorn et al., 2019). The higher AUC indicates better prediction performance of the defect identification model, and the AUC of 0.5 means the performance of a random predictor.

### 5. Results and analysis

This section presents the experimental results. We focus on the performance of our proposed PVC features and answer the research questions raised in Section 1.

#### 5.1. Answering RQ1

To answer this question, we use different features to build WPDI models to compare the impact of three sets of features: CM features, VC features, and PVC features. The first two are used as baselines. In total, we conduct 96 sets of WPDI comparison experiments (8 datasets × 12 machine learning classifiers), each of which uses instances of the same project.

##### 5.1.1. Results for RQ1

Table 4 presents the mean F2, MCC and AUC values for each evaluated project when using the three sets of features across the 12 machine learning classifiers. The results of F2, MCC and AUC for each evaluated project are shown by row. If there are better results between CM features and PVC features, the higher values of each comparison experiment are in bold as shown in Table 4. Between VC features and PVC features, the higher values are underlined in the table. To exemplify, by using the 12 machine learning classifiers for antword, the mean AUC of using PVC features is 0.935, while the mean AUC is only 0.702 with the first baseline of using.
CM features, and the mean AUC is 0.846 with the second baseline of using VC features. For this comparison, the only difference lies in the feature sets used for model building, meaning that the same classification algorithms, the same parameters and the same evaluated project are used.

The values in parentheses in Table 4 show Cohen’s d and its magnitude for the effect size among baselines and PVC features, where N denotes negligible, S denotes small, M denotes medium, and L denotes large. The positive values of Cohen’s d indicate that the PVC features improve the baseline in terms of the effect size. For example, the Cohen’s d of mean F2 values between CM features and PVC features for Juliet is 4.749 and its magnitude is L, namely, the PVC features outperform the CM features in Juliet with the large magnitude of the effect size when considering the mean F2.

Fig. 8 presents the Scott-Knott ESD test of the mean F2, MCC and AUC results (across all projects and classifiers) using box plots. The ranking results of different evaluation metrics are partitioned by the solid vertical lines in black, while the ranking results of different feature sets are grouped by the solid vertical lines in white. The bottom and top of the boxes indicates the first and third quartiles respectively, while the solid horizontal line in a box indicates the median value in each performance distribution, and the blue diamond in a box indicates the mean value in each performance distribution. Black circles in the figure are outliers.

The following results can be observed from Table 4 and Fig. 8:

- The PVC features rank into the first group in the Scott-Knott ESD test of all the three evaluation metrics.
- The PVC features achieve a mean F2 of 0.846, while the CM features achieve a mean F2 of 0.681, and the VC features achieve a mean F2 of 0.754. By comparing the two baselines, the average improvement in the mean F2 is 24.2% and 12.2% respectively.
- When considering the mean F2 results, the magnitude of Cohen’s d values between CM features and PVC features are medium (M) or large (L) in 7 out of 8 projects (except uucp), while the PVC features show significantly better results to VC features in terms of effect size in 75% projects.
- The PVC features achieve a mean MCC of 0.753, while the CM features achieve a mean MCC of 0.396, and the VC features achieve a mean MCC of 0.560. By comparing the two baselines, the average improvement in the mean MCC is 90.2% and 34.5% respectively.
The PVC features outperform the two baselines in all targets with the medium (M) or large (L) magnitude of the effect size in terms of the mean MCC results.

The PVC features achieve a mean AUC of 0.910, while the CM features achieve a mean AUC of 0.729, and the VC features achieve a mean AUC of 0.807. By comparing the two baselines, the average improvement in the mean AUC is 24.8% and 12.8% respectively.

When considering the mean AUC results, the magnitude of Cohen’s d values between the two baselines and PVC features are large (L) in 7 out of 8 projects (except spell). In other words, the PVC features improve the two baselines in most targets in terms of effect size.

5.1.2. Performance in different machine learning classifiers

In Fig. 9, we present the identification performance (in terms of the mean AUC) of different machine learning classifiers using box plots. The red, blue and yellow box plots represents the performance distributions of selected classifiers when using the CM, VC and PVC features respectively.

We can observe that the RF classifier measures up the best performance across all evaluated projects. This is reasonable because the RF classifier is an ensemble learning method which combines the prediction result of numerous single classifier. However, the performance of the BN classifier heavily depends on the evaluated projects, which varies significantly over different projects. On average, the selected 12 machine learning classifiers have fairly consistent performance when using PVC features, and the improvement compared to the two baselines is not tied to a particular machine learning classifier.

5.1.3. Answer to RQ1

Overall, our proposed PVC features are effective in automatically identifying SA alarms, which improve the performance of within-project defect identification. The comparison results indicate that the PVC features outperform the two baselines with statistical significance, namely, we can enhance the WPDI performance by using the PVC features extracted from the generated paths instead of the traditional features.

5.2. Answering RQ2

To answer this question, we first conduct the feature ranking process for each evaluated project as described in Section 3.4.1. Table 5 presents a brief overview of the selected PVC features for each project. The number of selected PVC features varies from 6 (Juliet) to 9 (spell and poi). In total, 28 out of 47 PVC features are selected for the evaluated projects. Based on the selected PVC features in Table 5, we can easily find out that the features vary significantly over different projects. Furthermore, the LOC-based features (PVC1, PVC2 and PVC3) are contained in all evaluated projects, which implies that the number of source code statements at different levels are predictive of the actionability of the alarm.

Then, the KS test is utilized to select a group of matched PVC pairs between the source and target project, which has the maximum matching scores. Since we choose a cutoff of 0.05 for the KS test, we remove matched PVC pairs with the matching score \( \leq 0.05 \) and build an identification model using matched PVC pairs with the score \( > 0.05 \). The number of matched PVC pairs varies by each identification combination. For example, the number of matched PVC pairs is one in sphinxbase \( \Rightarrow \) lucene-solr (the
symbol $\Rightarrow$ is used to denote a identification combination) while that is seven in poi $\Rightarrow$ phoenix. We put all the matched PVC pairs of each identification combination in the online appendix.\footnote{https://github.com/WayYuZhang/SoftwareDefectIdentification/tree/master/ExperimentalResult.}

5.2.1. Results for RQ2

We conduct 480 sets of CDPI experiments (40 identification combinations $\times$ 12 machine learning classifiers). Each experiment takes two different evaluated projects as one identification combination, while the source project is as the training set and the target project is as the test set. We compare our proposed CDPI approach FRM-TL to three baselines: CDPI-ALL, CDPI-IFS and CDPI-TCA. Table 6 shows the mean F2, MCC and AUC values of the four CDPI approaches by each source project across all target projects and classifiers. The results of F2, MCC and AUC for each source project are shown by row. If there are better results between CDPI-ALL and our approach, the higher values of each comparison experiment are in bold as shown in Table 6. Between CDPI-IFS and our approach, the higher values are underlined in the table. Between CDPI-TCA and our approach, the higher values are shown with an asterisk (*).

The values in parentheses in Table 6 show Cohen’s $d$ and its magnitude for the effect size among baselines and FRM-TL. If a Cohen’s $d$ is positive, FRM-TL improves the baseline in terms of the effect size. To exemplify, the Cohen’s $d$ of mean F2 values between CDPI-ALL and FRM-TL for spell is 1.814 and its magnitude is L, that is, FRM-TL outperforms CDPI-ALL in spell with the large magnitude of the effect size when considering the mean F2. Furthermore, we present the Scott-Knott ESD test of the mean F2, MCC and AUC results (including all CDPI experiments) using box plots in Fig. 10.

The followings are the observations of the results from Table 6 and Fig. 10:

- Our proposed approach FRM-TL ranks into the first group in the Scott-Knott ESD test of all the three evaluation metrics.
- FRM-TL achieves a mean F2 of 0.482, which respectively outperforms CDPI-IFS and CDPI-TCA by 6.2% and 3.7%. However, FRM-TL does not lead to better with statistical significance but comparable against CDPI-ALL. There are 5 out of 8 source projects show worse results against CDPI-ALL, which is mainly concentrated in the identification combinations from the source projects lucene-solr and phoenix. In the next subsection, we discuss and analyze why these results could happen.
- When considering the mean F2 results, the magnitude of Cohen’s $d$ values between CDPI-ALL and FRM-TL are positive in 3 out of 8 projects, while FRM-TL shows better or comparable results to CDPI-IFS in terms of effect size in 75% projects (except Juliet and phoenix), and the 5 out of 8 source projects (antwoord, spell, sphinxbase, uucp and poi) lead to better or comparable results against CDPI-TCA.
- FRM-TL achieves a mean MCC of 0.059, while CDPI-ALL achieves a mean MCC of 0.047, CDPI-IFS achieves a mean MCC of 0.029, and CDPI-TCA achieves a mean MCC of -0.037. Overall, FRM-TL outperforms the baselines with statistical significance when considering results from all CDPI experiments.
- When considering the mean MCC results, FRM-TL shows better with statistical significance or comparable results against the baselines in all source projects in terms of effect size.
- FRM-TL achieves a mean AUC of 0.533, while CDPI-ALL achieves a mean AUC of 0.518, CDPI-IFS achieves a mean AUC of 0.514, and CDPI-TCA achieves a mean AUC of 0.463. By comparing the three baselines, the average improvement in the mean AUC is 2.9%, 3.7% and 15.1% respectively.
- When considering the mean AUC results, the magnitude of Cohen’s $d$ values between the three baselines and FRM-TL are positive in 20 out of 24 targets, namely, FRM-TL improves the three baselines in most targets in terms of effect size.

### Table 6

<table>
<thead>
<tr>
<th></th>
<th>CDPI-ALL</th>
<th>CDPI-IFS</th>
<th>CDPI-TCA</th>
<th>FRM-TL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Juliet</td>
<td>0.594(-0.775,M)</td>
<td>0.596(-0.635,M)</td>
<td>0.571(-0.773,M)</td>
<td>0.469</td>
</tr>
<tr>
<td>antwoord</td>
<td>0.644(-0.107,N)</td>
<td>0.569(0.300,S)</td>
<td>0.554(0.356,S)</td>
<td>0.625*</td>
</tr>
<tr>
<td>spell</td>
<td>0.453(1.814,L)</td>
<td>0.713(0.619,M)</td>
<td>0.517(1.413,L)</td>
<td>0.778</td>
</tr>
<tr>
<td>sphinxbase</td>
<td>0.540(-0.383,L)</td>
<td>0.241(1.990,L)</td>
<td>0.360(0.566,M)</td>
<td>0.467</td>
</tr>
<tr>
<td>uucp</td>
<td>0.612(0.497,S)</td>
<td>0.706(-0.033,B)</td>
<td>0.591(0.591,M)</td>
<td>0.700</td>
</tr>
<tr>
<td>lucene-solr</td>
<td>0.462(-1.772,L)</td>
<td>0.177(-1.126,B)</td>
<td>0.394(-1.891,L)</td>
<td>0.147</td>
</tr>
<tr>
<td>phoenix</td>
<td>0.331(-1.108,L)</td>
<td>0.206(-1.442,L)</td>
<td>0.228(-1.681,L)</td>
<td>0.095</td>
</tr>
<tr>
<td>poi</td>
<td>0.310(1.548,L)</td>
<td>0.427(0.802,L)</td>
<td>0.508(0.418,S)</td>
<td>0.577</td>
</tr>
</tbody>
</table>

5.2.2. Evaluation of the matched PVC features

As shown in Table 6, identification combinations in some source projects have very poor CDPI performance. In combination poi $\Rightarrow$ phoenix, all the evaluation metric results are lower than the
mean values of poi. Thus, we discuss this identification combination as a representative example.

In Fig. 11, we use box plots to show the distributions of all matched PVC pairs in combination poi ⇒ phoenix. The seven box plots on the left part represent distributions of the matched PVC features from the source project poi while the seven box plots on the right part represent those from the target project phoenix. Each scale of the X-axis represents a PVC feature, and there is a correspondence between their positions according to the matched PVC pairs of combination poi ⇒ phoenix, that is (S3, T3), (S4, T39), (S5, T29), (S10, T12), (S11, T10), (S14, T36) and (S28, T7) respectively. As shown in Fig. 11, all the five PVC pairs have similar feature distributions.

Since the PVC pairs are matched based on the similarity of source and target feature distributions, our proposed FRM-TL model is supposed to achieve better CPDI performance compared to the baseline approach. However, when the different tendencies of defect-proneness occur between the source and target PVC fea-
tures, our proposed approach may not produce reasonable identification performance. Fig. 12 explains how the defect-prone tendencies differ between the source and target features of PVC pair \((S_2, T_3)\) and why the identification combination \(po1 \Rightarrow phoenix\) has a poor result. The gray, black and white box plots represent the distributions of matched PVC features in all, true-labeled and false-labeled instances respectively. The three box plots on the left part represent the distributions of the source PVC feature while those on the right part represent the distributions of the target PVC feature.

Interestingly, the two matched PVC features are both File_LOC, which might be considered as a matching of two similar features. As shown in Fig. 12, the median value of true-labeled instances in the source PVC feature is higher than that of false-labeled instances, indicating that a defect identification model would label an instance as actionable when the feature value of the instance is more than 800 in the case of project po1. However, the median value of true-labeled instances in the target PVC feature is lower than that of false-labeled instances so that a lower feature value would lead to a higher defect-proneness result in project phoenix. This inconsistent tendency of defect-proneness in the matched PVC pairs would harm the identification performance even if the two matched features within the PVC pair are similar. We regard this kind of matching as a noisy output of the feature-matching process, which could also be discovered in other identification combinations that cannot achieve reasonable CPDI performance.

As observed, a defect identification model using the matched PVC pairs that have a consistent defect-prone tendency could achieve a high F-measure result. However, filtering out the noisy feature-matching pairs is a challenging task as the instances in the test set are not labeled in advance. Thus, designing a filter for removing the noisy matching will remain as future work, which is helpful for enhancing the performance of defect identification models.

5.2.3. Performance in different matching score cutoff thresholds

Additionally, we apply different cutoff thresholds for matching scores (0.05 and 0.10, 0.20, …, 0.90) to observe the differences in CPDI performance. Fig. 13 presents the mean F2, MCC and AUC results (across all identification combinations and classifiers) in terms of different cutoff thresholds. The horizontal axis represents the cutoff thresholds used in this paper.

According to the statistics from Fig. 13, the FRM-TL model with a cutoff of 0.90 could achieve better CPDI performance compared to those with other cutoff thresholds. By comparing the result achieved by the cutoff 0.05, the average improvement in the mean F2, MCC and AUC is respectively 1.7%, 30.5% and 1.0%. However, there are fluctuations when the cutoff threshold increased. These results were somewhat expected to have in mind that, as described in Section 5.2.2, some noisy outputs of the feature matching process might not be filtered out if their matching scores are higher than the cutoff threshold, which is not helpful for improving the CPDI performance. Overall, we can easily observe that the mean evaluation metric values are gradually improved as the cutoff threshold increased. This means some negative PVC pairs can be filtered out when a cutoff threshold increased, thus improving the CPDI performance of our proposed approach.

5.2.4. Answer to RQ2

To summary, the two-stage transfer learning approach FRM-TL is superior in identifying SA alarms from new projects than the baseline approaches in most cases, that is, our proposed PVC features can achieve reasonable performance in cross-project defect identification.

6. Threats to validity

Three main threats to validity in this paper, that is, external validity, internal validity and construct validity, respectively, are illustrated as follows.
6.1. External validity

The principal threat to external validity is that the evaluated projects in this paper may not be of enough generalization for all software projects. As a result, projects exclude in the eight projects might yield better or worse performance based on our approach. But additional running of our proposed model on other projects will minimize this threat to validity. Since our model is only evaluated on open-source projects, its performance on closed-source projects is unknown.

6.2. Internal validity

For our paper, dataset preparation is the main concern of internal validity. Oversights of manual inspection could invalidate a few of the model results. Multiple examination by different developers will minimize this threat to internal validity. Furthermore, our evaluated benchmark consists of 1866 reported alarms which may not be large enough to train defect identification models with high confidence. We repeated the experiments using different random seeds to reduce the randomness that might be caused by having limited data.

6.3. Construct validity

Firstly, since we use the default parameters for machine learning classifiers in Weka, the experimental results could be improved when parameter optimization is applied. Thus, our results may be affected by the other parameter tuning machine learning classifiers. We remain to conduct experiments with parameter optimization as future work. Secondly, we adopt F2-measure, MCC and AUC for model evaluation in this paper. However, validating prediction models in terms of other evaluation measures is also required in practice. We will conduct experiments using more evaluation measures in our future work.

7. Conclusion and future work

In order to mitigate the workload of manual inspection caused by SA tools, this paper presents a machine learning-based approach for automatically identifying software defects reported by SA tools. Firstly, our approach proposes to leverage path analysis techniques to produce a set of fine-grained features, called PVC, from the source code files of the evaluated projects for automated defect identification. Specifically, we utilize CFG to generate paths for extracting syntactic information from the source code files and leverage the extracted PVC features to build machine learning models for identifying SA alarms automatically. Then, we raise a two-stage transfer learning approach, called FRM-TL, to enhance the performance of cross-project defect identification by applying the feature ranking and feature matching techniques.

Our empirical results on eight open-source projects show that the proposed PVC features at variable-level are promising and can yield significant improvement on both within-project and cross-project defect identification. By comparing the two traditional features (CM features and VC features), our proposed PVC features respectively improve the within-project defect identification on average by 24.2% and 12.2% in F2, 90.2% and 34.5% in MCC, and 24.8% and 12.8% in AUC. For cross-project defect identification, our proposed transfer learning approach based on the matched PVC feature pairs outperforms the baseline approaches in most cases.

In the future, as is mentioned in Section 5.2.2, there is a major challenge in filtering out the noisy feature matching. Thus, designing a filter to remove the matched feature pairs with inconsistent defect-prone tendencies is an interesting problem to address. We also plan to leverage the representation learning techniques to learn deep semantic structure automatically from the source code files for model building, which would be promising to increase the accuracy of defect identification.
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